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keep default DSCP-queue map
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home switch

internal vian

interconnection vian
# shape egress queue 3 on internal interfaces

interface gigabitethernet3

IMPLEMENTING QoS ON
DOWNSTREAM

# mark ingress WAN packets with DSCP 32 @

ip access-list extended match-all-downstream
permit ip any 88.170.235.198 0.0.0.0

exit

class-map CM-match-all-downstream match-any

match access-group match-all-downstream

exit

Policy-map POL-external

class CM-match-all-downstream

set dscp 32

exit

exit

interface gigabitethernetl

service-policy input POL-external default-action permit-any

Internet Box PUBLIC NETWORK

Gir|

interface glgabitethernet6
traffic-shape queue 3 50000 5006

# on internal vian, deliver ingress WAN plckctl
# for high priority devices into egress queue 4
§ and apyeepate tha Hizoughost delivesed Hais|way
ip access-list extended set-top-boxes

permit ip any 192.168.0.3 0.0.0.0 dscp 32

exit

class-map CH-set-top-boxes match-any

LAYER 2 MAP

hostnane 59300
logging host 192.168.0.1
logging origin-id hostname

no logging aggregation on
logging source-interface vian 1
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class CH-set-top-hoxes,
set dscp 46
police aggregate PRIN

"AAN ok

exit
interface gigabitethernet3-6
service-policy input POL-internal default-action permit-any
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# configure SYSLOG to send RMON events to the SYSLOG server

"HAN overloaded” owner fenyo
owner fenyo
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in layer 2 (transparent) mode

internet.ngm
ep gigabitethernetl'

—Send events when ingress WAN
5% (7 Mbit/s) WAN bandwidth

m' then

larn' then

router

LAYER 3 MAP

PUBLIC NETWORK

192.168.0.0/24 |.4 j
in

syslog server
n Gi2 Git
L] switch
A 253 254 88.170.235.198
mal vlan (vid:1) interconnection vian (vid:2)
S # create 2 vians # configure 2 vlans: internal & interco # put the device into layer 2 mode Seven steps:
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vlan database no ip address dhcp
vian 2
exit
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interface gigabitethernetl
description CPE

switchport access vlan 2
interface gigabitethernet2
description home router WAN
switchport mode access
switchport access vlan 2
interface gigabitethernet3-6
switchport mode access
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a Qos
# action are mapped to an egress queue based on the p-ck‘t‘l fields

qos advanced ports-—trusted

with DSCP 32 to match them later

Their destination address is your NAT
public address, so you can not discriminate
those addressed to your high priority
devices before crossing back the NAT
translation made by your router.

JITT+

2- configure a RMON alarm to alert a server when downstream is overloaded

legend

# enable Weighted Random Tail Drop
qos wrr-gueue wrtd

s cusu (1104 ow g sy

# create an aggregate-policer with CIR 1000
qos statistics aggregate-policer PRIV
qos aggregate-policer PRIV 1000 3000 exceed-action none

3- configure syslog to send RMON events to the server
Since you need reliable alerts, avoid sending SNMP traps over UDP but use SYSLOG events on
TCP.

Implementing
downstream QoS with
a Cisco Small
Business switch
using:

4- configure the SYSLOG server to inform a daemon that downstream is overloaded (create a
temporary File when overloaded)

- SNMP

-a RMON probe

- an aggregate policer
- multiple egress
queues

- traffic shaping

- DiffServ marking

-a SYSLOG server
running a daemon
receiving RMON
events, collecting
aggregate policer
statistics and
modifying the traffic
shaping configuration
depending on the
network behaviour

5- on internal vlan, deliver downstream WAN packets addressed to high priority devices into
high priority egress queue 4 by translating their DSCP to 46. Other WAN packets still have
DSCP 32, such that they are delivered to egress queue 3.

Since this is processed on interal vian interfaces, it is done after NAT reverse translation, then you
can simultaneously match packets for high priority devices (use destination address) and those who
come from the WAN (they match DSCP 32). After that step, packets coming from WAN to high priority
devices have DSCP 46 (=> delivered to egress queue 4), those coming from WAN to low priority
devices have DSCP 32 (=> delivered to egress queue 3) and locally generated packets going to other
local hosts or to the WAN have DSCP 0 (=> delivered to egress queue 1).

6- count the previously matched packets and aggregate the results for every interfaces, using
an aggregate policer

7- on the SYSLOG server, run a daemon that:

- sleep when the WAN downstream is not overloaded

- use SNMP sets to increase/decrease the committed rate of the traffic shaping on queue 3 on
internal interfaces, step by step, until the WAN downstream is not overloaded anymore
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